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As algorithms increasingly take managerial and governance roles, it is ever more important to build them to
be perceived as fair and adopted by people. With this goal, we propose a procedural justice framework in
algorithmic decision-making drawing from procedural justice theory, which lays out elements that promote
a sense of fairness among users. As a case study, we built an interface that leveraged two key elements of
the framework—transparency and outcome control—and evaluated it in the context of goods division. Our
interface explained the algorithm’s allocative fairness properties (standards clarity) and outcomes through
an input-output matrix (outcome explanation), then allowed people to interactively adjust the algorithmic
allocations as a group (outcome control). The findings from our within-subjects laboratory study suggest that
standards clarity alone did not increase perceived fairness; outcome explanation had mixed effects, increasing
or decreasing perceived fairness and reducing algorithmic accountability; and outcome control universally
improved perceived fairness by allowing people to realize the inherent limitations of decisions and redistribute
the goods to better fit their contexts, and by bringing human elements into final decision-making.
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1 INTRODUCTION
Computational algorithms increasingly mediate groups, making managerial and governance de-
cisions in society. They allocate work in labor platforms, determine the locations of resources in
cities, aggregate citizens’ opinions for policy and budgeting decisions, form social groups online,
and distribute rewards [2, 36, 45, 46, 74, 80, 81, 87].

Algorithms enable efficient, data-driven, scalable management of social functions, and this vision
is one of the driving forces behind the increasing adoption of algorithms. On the other hand,
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emerging studies suggest that algorithms cannot yet accommodate diverse social values such as
fairness, altruism, nuance, and context, all of which can be difficult to computationally model
but are vital to social justice and thriving communities [31, 43, 71]. While human decisions do
accommodate these factors, human decision-making is time- and resource-intensive, difficult to
scale in certain contexts, less beholden to data, and more prone to biases caused by inherent power
structures or interpersonal factors, all of which may create undesirable effects and inequities. How
can we leverage the strengths of both algorithmic and human decision-making?
We explore this question in fair algorithmic decision-making contexts, specifically decisions

involving resource allocations among people and groups. Algorithms are increasingly tasked with
calculating distributions of limited resources among parties. For example, algorithms are being
used in the United States to determine which food banks donated goods should be delivered to
and to assign workers to different shifts, and algorithmic tools are available to the public to help
determine fair divisions of household tasks or non-monetary goods based on principles of economic
fairness [2, 43, 44]. In examples such as these, algorithms must adopt a philosophy of what a fair
distribution is for social justice. In this paper we evaluate fairness through the lens of procedural
justice, which focuses on the perceived fairness of the processes by which outcomes are reached.
Previous work has shown that having both distributive and procedural justice is critical in eliciting
people’s trust and cooperation and adoption of social systems [9], yet procedural justice has received
relatively less attention in the ongoing discussion of algorithmic fairness.
Drawing from procedural justice theory, we first present a procedural justice framework for

algorithmic decision-making. We then instantiate the framework in the context of a fair division
algorithm, a deterministic algorithm that formalizes allocative fairness, used for goods allocation
in a cooperative group. We leveraged transparency and outcome control, two key elements of
procedural justice theory. Our interface explained algorithmic assumptions and properties (stan-
dards clarity), displayed inputs and outcomes (outcome explanation), and allowed people to discuss
and interactively adjust the resulting allocations as a group (outcome control). We evaluated the
interface through a within-subjects laboratory study (with 23 groups (N=71)) using a goods division
task on Spliddit [1], a website that applies fair division algorithms to social decisions.
Our research study makes contributions to the ongoing discussion of algorithmic fairness and

transparency. Our work offers a procedural justice framework in algorithmic decision-making. We
empirically show the different effects of transparency and outcome control on perceived fairness and
algorithmic accountability, contributing to emerging theories on social perceptions of algorithms
and design principles for human-centered algorithms.

2 FAIRNESS AND JUSTICE IN ALGORITHMS
Scholars define fairness in numerous and often context-specific ways [7], for example in terms
of maximizing utility for groups or society [54], or respecting various rules such as individual
rights and freedoms [62]. Although it is beyond the scope of this paper to address all philosophical
conceptions of fairness, one influential philosophical theory of fairness comes from the 20th-
century philosopher John Rawls, who famously equated fairness and justice [62], arguing broadly
that fairness is “a demand for impartiality”. Since this landmark work, scholars have often used
“justice” and “fairness” interchangeably [14]. While these philosophical theories present a top-
down approach to fairness, in this paper we focus on distributive and procedural justice, two
aspects of fairness that are rooted in human perception and are studied in social and organizational
psychology [9, 14].
Fairness with a focus on distributive justice has been a central research topic in computer

theory, artificial intelligence, and machine learning. Fair division algorithms have been a subject of
computer theory and economics for the past fifty years [69]. More recently, fairness in machine

Proc. ACM Hum.-Comput. Interact., Vol. 3, No. CSCW, Article 182. Publication date: November 2019.



Procedural Justice in Algorithmic Fairness 182:3

learning regarding the risk of discrimination has received attention [23]. However, relatively less
attention has been given to procedural justice in algorithmic decision-making processes.

2.1 Distributive Justice in Algorithmic Fairness
Distributive justice, or the study of what constitutes a fair distribution of resources, has been studied
with regard to the design and evaluation of algorithmic systems, particularly those concerned with
making fair divisions of resources or removing bias from the machine learning process [23, 65].

2.1.1 Fair Division Algorithms. Fair division algorithms are part of a subfield of computer science,
artificial intelligence, economics, and mathematics [10, 65]. These algorithms formalize philosophi-
cal or economic fairness axiomatic principles mathematically and computationally. Fair division
algorithms define their outcome metrics (e.g., the utilities that each agent receives from their
division outcome), take individual agents’ input (e.g., preferences or needs), and allocate resources
in a way that satisfies fairness properties such as Pareto-Optimality, maximin, envy-freeness, or
others [64]. The benefit of fair division algorithms is that they are proven to guarantee these
properties with any combination of agents and inputs. For this reason, fair division algorithms
have been applied to a wide range of tasks including networked bandwidth, computer resources,
organ donations, school district assignment, and physician residency matching [65].

2.1.2 Unbiased Machine Learning Algorithms. More recently, in response to emerging evidence
that machine learning algorithms can make discriminatory decisions [71], researchers have been
investigating computational techniques that make machine learning algorithms unbiased and non-
discriminatory. Multiple conceptualizations of fairness and corresponding techniques have been
proposed. Individual fairness techniques allow machine learning algorithms to learn to classify
similar individuals similarly, depending on one’s definition of similar individuals [22]. Group
fairness research offers statistical techniques to treat protected groups similarly to the population
as a whole [15]. Another set of validation techniques has been proposed to allow third parties to
audit the process and examine whether the machine learning algorithms make decisions following
individual or group fairness principles [18].

2.2 Emerging Work and Gaps in Procedural Justice in Algorithmic Fairness
Although it has received relatively less academic attention than distributive justice, encouraging
new work has begun to investigate human perceptions of algorithmic fairness. One line of work has
sought to understand people’s expectations of “fair” algorithm rules or features. For example, Grgic-
Hlaca et al. surveyed what features should be used for recidivism prediction [29, 30]. Other scholars
conducted online studies, interviews and workshops to learn what people think “fair” algorithms are
in the context of online information delivery [86], donation allocation [44] and loan decisions [66].
Another line of work has examined how people judge the fairness of algorithmic decisions. Lee et
al. studied the role of decision source, showing that algorithmic hiring and evaluation [42] as well
as task allocation [43] decisions are perceived less fair than human managers’ decisions. Binns et
al. investigated different explanation styles in algorithmic insurance decisions, finding no impact
of explanation style on perceived fairness [8]. Dodge et al. further examined explanation styles
and highlighted the importance of individual differences in algorithmic recidivism decisions [20].
These studies shed light on multiple factors that contribute to the perceived fairness of algorithms;
yet, most of this work has been done in hypothetical settings with participants who lack domain
knowledge and real experiences. For example, mTurk crowd workers judged hypothetical hiring,
recidivism, and insurance decisions.
Advancing this line of research, we propose a comprehensive procedural justice framework

for algorithmic fairness drawing from procedural justice theory. The framework can be used to
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coherently organize findings from the emerging work and highlights areas that have received less
attention, such as outcome control and decision-maker benevolence. As a case study, we applied
the framework to design the interface that instantiated transparency and outcome control, and
evaluated it by conducting a real division task and examining people’s experiential responses to
real algorithmic decisions.

3 PROCEDURAL JUSTICE FRAMEWORK IN ALGORITHMIC DECISION-MAKING
In this section, we draw from procedural justice literature in order to develop a framework that can
guide the design of procedural fairness for algorithmic decision-making. While significant attempts
have been made to develop systematic frameworks of procedural justice elements [9, 14, 47, 58],
there is no single accepted comprehensive framework. The elements of procedurally-just decision-
making presented here draw on multiple frameworks in the field of procedural justice and are
brought together for their relevance to the design of computational decision-making systems
(Figure 1). We explain how each element has value in informing the design of algorithmic decision-
making processes and draw from previous work on algorithmic transparency and control.

3.1 Procedural Justice Theory
Procedural justice is the perceived fairness of a decision-making process [73]. The academic
study of procedural justice began when psychologists discovered that perceptions of decision
outcome fairness depended not only on the outcomes themselves, but also on the process by which
the outcome was determined [47, 73]. People may perceive identical outcomes as fair or unfair
depending on the process used to determine the outcome, and even unfavorable outcomes can be
perceived as fair given fair procedure [73]. Research in the fields of social psychology, organizational
justice, and conflict resolution shows that procedural justice can lead to increased satisfaction with
and adherence to negotiated agreements [53, 60, 84], as well as increased acceptance of decision-
making authorities [50, 53, 77]. Procedural justice research has covered the areas of organizational
management [6, 9, 25], healthcare services [75], law enforcement [21], and trust in government [78].
Our framework of procedural justice for algorithmic decision-making consists of transparency

and control.

Fig. 1. Procedural justice framework in algorithmic decision-making.

3.2 Transparency
Transparency enables individuals to see and evaluate how decisions are made and to draw conclu-
sions about the decision outcomes and the decision-maker [13].1 The importance of algorithmic
1Transparency does not guarantee procedural fairness. Rather, it is a method to promote procedural fairness. In our
framework, transparency is used as a mechanism that enables people to judge standard clarity and validity and information
representativeness. The resulting perceived fairness depends on whether people think the used standard is fair or not.
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transparency has been highlighted by numerous researchers in multiple domains such as recom-
mender systems, journalism, hiring, criminal sentencing, and online education [5, 16, 19]. More
recently, European privacy law codified the “right to an explanation” for users of platforms in which
data is collected by mandating that organizations give a degree of transparency to explain what data
is collected and how it is used [26]. Most empirical work and proposed interaction techniques and
implementations have been done in the context of individual decision-making and have focused on
explanation of outcomes.

3.2.1 Standards Clarity. Standards clarity (Figure 1, A) communicates the rules and methods the
decision-maker uses to make decisions. In organization contexts, this is often referred to as clarity
of decision-maker expectations [13, 25, 58, 72]. Standards clarity enables individuals to operate
under correct knowledge of how the decision-maker will interpret and respond to their input.
When communication of standards is lacking, people may adopt false assumptions regarding
decision-making processes and tailor their input in such a way that undesirable or unfair results are
produced [13]. In the context of performance appraisal, when managers clarified their expectations
and made clear the rules of evaluation during the performance review processes, perceptions of
fairness increased among employees [72]. In algorithmic group mediation, the types of information
that can be communicated include: what input algorithms take, what logics and models algorithms
use to process the input, how fairness is operationalized to mediate different individuals’ interests
and utilities, and the performance of the algorithm.

3.2.2 Standards Validity. Standards validity (Figure 1, A) is the extent to which the rules of the
decision-maker are perceived as fair and warranted [11]. Standards are viewed as invalid if they are
based on “unsound reasoning or unfounded presumptions” regarding the decision situation [58, 72].
In a study of the perceived fairness of layoff decisions in the context of corporate downsizing,
Brockner et al. found that the perceived fairness of the decisions was shaped by whether indi-
viduals viewed the decision criteria (i.e., seniority, merit, job function, etc.) as appropriate [11].
In algorithmic decisions, communicating standards will allow people to judge whether they are
appropriate for the decision context. Race, for example, would be considered an invalid standard
for an algorithm that determines which individual receives loans after applying.

3.2.3 Information Representativeness. Information representativeness (Figure 1, A) is the extent to
which information and decision standards reflect the “values and concerns” of the participants in
the decision [47]. Information representativeness enables the decision-maker to adequately assess
and respond to the opinions of individuals involved in the decision-making process and prevents
them from feeling excluded. In group decision contexts, psychological studies have shown that the
fairness of decision outcomes is heavily influenced by how representative the decision is of the
views of group members [55]. In the context of an allocation algorithm, a high degree of information
representativeness can be ensured by obtaining input from all members of the decision.

3.2.4 Explanation of Decision Outcomes. Once the decision has been made, whether and how
the results are explained to individuals influences the extent to which the decision is viewed
as fair [28, 67] (Figure 1, A). Adequate explanation may be especially important in the wake of
poor decision outcomes [27, 28], as decision explanations can illustrate the degree to which the
decisions were necessary given the circumstances [6, 11]. In Colquitt and Rodell’s model this is
called “informational justice” and is characterized by providing truthful and thorough explanations
for how decisions were reached [14]. Taking the time to explain results also improves fairness
perceptions on an interpersonal level by being interpreted as a signal of respect for individuals,
reinforcing to them that they are of value to the group [53]. Studies in organizational contexts

Proc. ACM Hum.-Comput. Interact., Vol. 3, No. CSCW, Article 182. Publication date: November 2019.



182:6 Min Kyung Lee et al.

involving layoff decisions have found that explaining how layoff decisions were made significantly
increased the perceived fairness of those decisions [6, 28].
Prior empirical work has focused on decision explanations in algorithmic systems, including

types and effects of explanations for algorithmic decisions in recommender, context-aware, and
personal analytics systems [3]. This line of work suggests multiple methods to explain mediated
decision outcomes. For example, explanations can focus on explaining input and output following
the white box model [33] or explaining “why,” with rationales for decisions in text form without
exposing input and output data [85]. Design dimensions of explanations have also been explored,
including the soundness and completeness of explanations [41] and types of information such as
what and when [48].

3.3 Control
Thibaut andWalker developed the control model of procedural justice that conceptualizes fairness as
a function of the degree of control over the decision that individuals receive [73]. When individuals
have more control over the processes that lead to decision outcomes (hereafter “process control”)
and decision outcomes (“outcome control”), they perceive the results to be fairer [51, 73].

3.3.1 Process Control. Process control is the ability to influence what evidence or data is considered
by the decision-maker, how that evidence is presented, and the rules by which the evidence is
interpreted [35, 73] (Figure 1, B). Instrumentally, process control increases fairness perceptions
by enabling individuals to shape the decision outcome in their favor with their input [9, 35, 73].
Socially, it increases fairness perceptions by symbolizing status recognition and benevolence on
the part of the decision-maker [9, 52, 76]. People tend to prefer legal processes in which they have
greater degree of control regarding the selection and presentation of evidence [35, 51, 79].
In algorithmic decision-making contexts, process control may include allowing individuals to

determine input data or giving individuals the ability to influence the rules and logics of the
algorithm itself. Much of previous work on algorithmic control has focused on process control in
the context of decisions for individuals. Examples include allowing end-users to control the input
and rules of recommendation engines [32, 37, 57] and enabling individuals to train algorithms
by providing examples and demonstrations [4]. The group mediation context brings up the new
research challenge of determining how to distribute levels of control across individuals, as the
process influences multiple people rather than one individual.

3.3.2 Outcome Control. Outcome control is based on the term “decision control” coined by Houlden
et al. and refers to the ability to appeal ormodify the outcome of a decision once it has beenmade [35]
(Figure 1, B). Outcome control enables correctability and possible recourse against decisions that
are wrong or improper [47]. This is also known as the right to appeal [17]. Outcome control is
a recognition that, as Leventhal states, “even the most well-intentioned and competent decision-
makers commit errors or oversights” [47]. In the United States, the right to appeal legal decisions
to a higher court is embedded in law. Procedural justice research has documented the ability of
outcome control to increase perceptions of fairness in layoff decision-making [6] and employee
evaluation decisions [56, 58].
In algorithmic decision-making contexts, outcome control will enable individuals or groups to

reject algorithmic outcomes through appeal or by finding alternative outcomes.While there is recent
recognition that this is an important area [34], this dimension of control has been less explored,
probably because in many recommender systems, users are not bound to take the recommendations
and thus have full control over whether to use the outcomes. Further research is needed to study
outcome control in algorithmic decision-making that considers both individual and social levels of
decision impact. For example, individuals’ decisions to accept or reject an outcome can influence
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other members of the group, and decisions can be renegotiated among individuals with the aid of
the algorithm as an ongoing decision-making tool.

3.4 Overarching Principles
Four procedural justice elements apply to all phases of algorithmic decision-making in our model
(Figure 1, C): Demonstrations of consistency, competency, benevolence, and voice.

3.4.1 Consistency. Consistency is adopted from Leventhal’s landmark work and is, in his words,
the ability to make decisions in like fashion, “across persons and over time” [47]. Consistency
includes equal, consistent application of rules across differing parties and situations. Consistency
has been found to be an important factor in making determinations of fairness in job application
contexts [70]. Consistency is an important factor in data collection, decision-making (the treatment
of data), and in the communication of results. Failure to behave in a consistent manner may violate
egalitarian norms of equal treatment, thereby resulting in discriminatory behavior [68]. Algorithms
have the potential to increase consistency in decision-making, compared to human decision-makers.

3.4.2 Competency. Competency is the perception that the decision-maker is qualified to make a de-
cision [58, 72]. To design fair procedures, the competency of the decision-maker (algorithm) should
be communicated during all phases of the decision-making process. Demonstrating competency is
intended to bolster trust in the service and its validity and acceptance of the results.

3.4.3 Benevolence. Benevolence relates to beliefs regarding the decision-making authority’s moti-
vations, including their “willingness to consider one’s needs and try to make fair decisions” [9, 53].
Colquitt and Rodell’s model of justice contains a similar concept of “interpersonal justice” that
is based upon the enactment of procedures that are respectful and sincere [14]. Communication
of the benevolent intent behind decision-making algorithms can increase perceptions of fairness.
Those that are communicated in ways that stress their impartiality and desire to provide the best
outcome for all users should achieve this aim.

3.4.4 Voice. Voice is the opportunity to provide input or feedback in the decision-making pro-
cess. [49]. When individuals are given the opportunity to express their opinions, even after a
decision has been finalized, perceptions of outcome fairness increase [24, 49]. For algorithmic
decision-making, having a channel through which people can express concerns or opinions at each
stage of decision-making will be critical.

3.5 Applying the Framework to Contexts
This framework has identified procedural elements that can make algorithmic decision-making
more fair. Design decisions as to how to implement these elements are context-dependent. For
example, the allocation of rides in for-profit organizations such as Uber or Lyft ridesharing systems
versus the allocation of food donations for non-profits in a city will allow for different levels of
transparency, control, and attributed benevolence because of their differences in power and group
structure (e.g., hierarchical groups in which managers make decision for workers versus non-
hierarchical groups in which non-profits make decisions for themselves), cultures (e.g., cooperative
versus competitive), and concerns about proprietary knowledge. It is not feasible to explore all
design dimensions and contexts in one study or paper. As a first step in exploring this space, we
focus on algorithms that allocate goods to a cooperative group where individuals make decisions for
themselves using an algorithmic tool. In this context, we explore how we can leverage transparency
and outcome control, and empirically examine their effects on perceived fairness in algorithmic
decision-making.
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4 APPLYING PROCEDURAL JUSTICE TO INTERFACE DESIGN FOR FAIR DIVISION
We explore our research question–how to make algorithmic decision-making procedurally fair–in
the context of goods division in which groups make allocation decisions for themselves using an
algorithm. Our focus was motivated by a real-world use case in a smart city. A city office in the
US asked our research group to develop an algorithmic tool that non-profit organizations can use
to fairly allocate and share resources such as food donations among themselves. With this goal,
we extended Spliddit [1], a social division application that employs fair division algorithms, as the
algorithmic tool. In this section, we explain Spliddit and its allocation algorithm, and our approach
to designing transparency and outcome control for its interface.

4.1 Spliddit: Fair Division Application
Spliddit [1] is a non-profit, public website that employs fair division algorithms to find solutions
to everyday division problems such as division of rent, credit, goods, and tasks. Ariel Procaccia,
a computer scientist, and his students at Carnegie Mellon University developed this website. On
Spliddit, a user can determine the variables that the group needs to consider to make the division.
All users are then able to input their preferences for each option as individuals. Once everyone
finishes inputting their preferences, they are presented with the results for the entire group. In our
study, we focused on division of goods.

4.1.1 Goods Division. Spliddit’s goods feature aims to fairly divide any kind of goods among two
or more individuals [12, 40, 59]. In divisions between two people, the equitability property is met
as long as both participants believe that their sets of goods have the same value. Envy-freeness is
guaranteed as long as an individual’s set of goods is at least as valuable to them as the other set
and neither participant is willing to swap goods [40]. That is to say, envy-freeness ensures that
individuals value their outcomes as much or more than the outcomes given to other individuals.
There are no possible trades in such a scenario that could increase overall utility. The efficiency
property is guaranteed in that the algorithm assigns goods in a way that would make it impossible
for one participant to be assigned another more beneficial set of goods without making another
participant worse off. In divisions between three or more people, the envy-freeness property is
guaranteed along with the maximin share fairness property. A person’s maximin share is the
amount that they could have been given if they were allowed to divide the goods into sets, but the
other participants were allowed to choose their sets before them. The algorithm guarantees that
each person will receive at least 3⁄4 of his/her maximin share, with a greater likelihood that each
individual will receive their total maximin share.

4.2 Designing Interfaces for Procedurally-Fair Algorithmic Decision-Making
In our study, we designed interfaces to add transparency and outcome control to the goods division
algorithm on Spliddit.

4.2.1 Transparency of Fair Division Algorithms. We implemented two elements of transparency,
standards clarity and decision outcome explanation. Throughout the design process, we did informal,
iterative testing to find a design that people can best understand.

Standards Clarity. For fair division algorithms, the information about decision-making stan-
dards included fairness properties, types of input, and performance. Our goal was to avoid mathe-
matical formulas or economics jargon, and show how their input was processed and how fairness
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Fig. 2. Standards clarity is implemented as a step-by-step explanation of the fairness properties of the fair
division algorithm in our interface.

is operationalized in the context2. To do so, our interface presented a step-by-step process that
described how the algorithm processed inputs and what guarantees it provided in illustrations
(Figures 2 and 3a).

Outcome Explanation.We chose to implement full transparency of both individual- and social-
level information using a “white-box” style explanation showing input and output in a matrix
table (Figure 3b). Columns represented individuals and rows represented goods. Each cell of the
table showed an individual’s preference input for the corresponding goods, and highlighted cells
indicated the decision outcomes, or in other words, the goods assigned to the individuals. Full
transparency was suitable for this context to give people complete understanding of their own and
others’ preferences so that they could use the knowledge to adjust outcomes collectively. For the
input and output values, we considered whether to show the exact values or abstract symbols that
indicated only relative magnitude. In this context, we chose to use exact values because people
wanted to know the exact values when they saw the abstract symbols, and there was no privacy
concern.

4.2.2 Outcome Control of Fair Division Algorithms. We implemented outcome control by allowing
people to click different table cells to adjust the algorithmic allocations (Figure 3c). Our goal was to
support people’s process of finding alternative outcomes if they disagreed with the algorithmic
allocation. The interface showed how alternative allocations would influence the algorithm’s
objective function metrics (i.e., each individual’s gained utilities from allocations), in case people
wanted to see the allocation from the algorithm’s perspective. We created a two-step process of
outcome control. Individual outcome control allowed each individual to create an allocation that
they found suitable. The individual control process was essential so that each individual had a

2When we crafted the explanation, we avoided using the term “envy-freeness” which is economic jargon (this term may be
understood differently between lay people vs. economists). We chose to keep “maximizing,” because our pretest indicated
people understood the term and it conveyed the idea in a succinct manner. The interviews from our actual study also
suggest that people understood the term (they used it frequently in the interview). Still, we agree that this verb may not be
easily understood by members of all societies and cultures with varying levels of education.
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Fig. 3. Our interfaced first explained how the algorithm implemented the fairness properties (a. Standards
Clarity), and showed the visualization of input and output with the algorithmic metric (b. Outcome Explana-
tion). People could then adjust the algorithmic allocation (c. Outcome Control).

chance to understand the results before group discussion. Group outcome control allowed people
to discuss the results and find alternative allocations that they agreed on. 3

4.3 Interface Implementation
We used Spliddit’s original interface and algorithm to collect and process user input. Our interface
was connected to the Spliddit website, and visualized the algorithmic division outcomes. We used
ReactJS and CSS as the primary tools to build a dynamic interface to allow users to interact with
the algorithm’s output. The backend system comprised of a webserver written in flask and postgres,
and was hosted on Amazon Web Services.

5 METHOD
To evaluate the role of algorithmic transparency and outcome control in perceived fairness of
decision-making, we conducted a within-subjects laboratory study in which groups of two to seven
people divided food items using Spliddit and our interface.

5.1 Participants
Participants were recruited through a recruitment website managed by the university and through
flyers posted on campus. We ran 71 participants in 23 sessions. Participants had diverse ethnicities:
there were 39 Asians (or Pacific Islanders), 20 Caucasians, 7 African Americans, 2 Asian and
Caucasians, and 1 other (and 2 preferred not to answer). Participants recorded an average education

3In our current study, discussion was done in person; for online discussion, different individual’s alternate allocations, along
with their description, could be shared in a group, and individuals could vote to determine alternative allocations.
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level of 4.2 (“associate degree”=4, “bachelor degree”=5). Participants reported having basic concepts
of programming on average (M=2.4 (SD=1.1)) and basic concepts of algorithms (M=2.0 (SD=1.1)).4

5.2 Task: Dividing Goods
Participants used the goods division algorithm to divide food items that they kept after the study.
Participants were told before the study began that they would keep all items that were distributed
as part of the study. We chose food items as goods for two reasons: people have varying levels of
preferences for different food, and people can easily determine their preferences. Food items have
been used in many other studies that explored people’s decision-making patterns in behavioral
economics [38, 63]. In our study, participants were shown the food items that they were going to
split among the group before inputting their preferences into the interface on Spliddit. To ensure
that some items would be more desirable than others, we chose items with prices ranging from $1
to $5. Examples of food distributed in the study include 12 oz. cans of San Pellegrino sparkling fruit
beverage (retail $2 USD), Lay’s potato chips (retail $1.50 USD) and Ghirardelli chocolate bars (retail
$5 USD). For groups of two to three individuals, three to five food items were offered. For groups of
four to seven individuals, seven to twelve items were offered. This quantity variation ensured that
there was always 1.5-2 times more items than the number of people in each group. Per our IRB’s
recommendation, we asked incoming participants about food allergies before beginning the study.
We encountered two participants who had gluten allergies and we removed all gluten-containing
foods for these rounds of the study.

5.3 Procedures
A study session took between 40 and 70 minutes, depending on the size of the group, and each
participant was compensated $10. Participants worked in groups ranging from two to seven people.
Each session could accommodate up to seven participants, and the group size was determined
based on the total number of participants who signed up and showed up to the session. All
participants signed the consent form prior to participating in the study and used laptops individually
to use the interfaces and fill out the surveys. In order to measure the impact of transparency and
control on perceived fairness, we conducted three surveys with identical measures throughout the
study. We considered measuring perceived fairness after each of the transparency sub-methods,
standards clarity and outcome explanation, but we chose to measure the combined main effect of
transparency because the sub-methods played complementary roles; only improving standards
clarity by explaining fair division properties was not effective according to [43], but it was still
essential for people to understand how their input was used to devise outcomes.

5.3.1 Baseline Phase. No discussion was held prior to using Spliddit. Participants were given a
handout with an explanation of how to use the Spliddit interface. After reviewing the handout,
participants then added their inputs to Spliddit individually, without consulting other group mem-
bers. Once all inputs were finalized, each participant received the results of everyone’s assignment.
After receiving algorithmic outcomes, participants were instructed to fill out Survey 1.

5.3.2 Transparency Phase. Once everyone was done with Survey 1, the researcher asked partici-
pants to access our interface to see the algorithmic standards clarity diagram (Figure 2), followed
by the input-output outcome explanation (Figure 3). The researcher also displayed the interface
4To measure programming knowledge, we used the following 4-point scale: “No knowledge at all,” “A little knowledge-I
know basic concepts in programming,” “Some knowledge-I have coded a few programs before,” “A lot of knowledge-I
code programs frequently.” To measure knowledge in computational algorithms, we used the following 4-point scale: “No
knowledge,” “A little knowledge-I know basic concepts in algorithms,” “Some knowledge-I have used algorithms before,” “A
lot of knowledge-I apply algorithms frequently to my work or I create algorithms.”
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for all participants to see on a TV screen. After seeing the fair division standards and the outcome
explanations, participants were instructed to fill out Survey 2.

5.3.3 Outcome Control Phase. Once everyone was done with Survey 2, participants were given the
option to individually alter the algorithm’s results to what they considered to be a fair result. Once
all participants’ results were finalized, the researcher took photos of each participant’s changes
for records. A group discussion was held immediately after. The group referred to the interface
displayed on the TV screen to finalize and change the algorithm’s results if they chose to do so.
After the group discussion, participants were instructed to fill out Survey 3.

5.3.4 Interview and Demographic Survey. After participants completed Survey 3, the researcher
conducted an interview with each individual in a separate room. After the interview, participants
filled out the demographic survey.

5.4 Measures
We recorded the input of each participant, the outcomes from the Spliddit algorithm, the changes
that each participant made to the algorithmic outcomes, the group discussion, and the group’s
final result. To measure the perceived fairness of the participants’ individual and group division
outcomes, we used a survey that asked participants to indicate how much they agreed or disagreed,
on a 7-Likert scale, with the statement, “My assignment is fair,” and, referring to each other group
member, the statement, “This participant’s assignment is fair.” We measured perceptions of the
overall fairness of the results for the whole group by asking them to indicate how much they agreed
with the statement, “The overall result for the group was fair.”

5.5 Interview
We conducted 10-15 minute long semi-structured interviews with each participant individually.
We chose individual interviews, rather than a focus group, so that participants could express their
opinions and report experiences without social pressures. For example, people who thought the
outcomes were unfair may not have wanted to say so in front of the whole group. We had 2-3
interviewers on site depending on the group size, so 2-3 interviews were conducted simultaneously
in different rooms. All interviewers used the same interview protocol and were trained through pilot
studies to develop consistent interview styles. Interviews started with questions about participants’
initial perceptions of their and other group members’ results, before they saw our interface. We
then asked about their thoughts after seeing the fair division property and outcome explanation,
their experiences with the control phase, and whether and how their perception of the division
outcome was influenced by them. We showed the interface on a laptop during the interview, so
that the participants could interactively show us how they felt and what they did.

5.6 Analysis
All interviews were recorded and transcribed. Two researchers qualitatively analyzed the interview
transcripts. Both coders coded all transcripts in a bottom-up analysis. We first open-coded the
transcripts at the sentence or paragraph level to note factors that influenced participants’ perceptions
of the fairness of decision outcomes and impacts of transparency and control, which resulted in 22
concepts.We also used the survey answers to group the concepts and looked for any patterns in those
whose fairness perception changed. We then synthesized the concepts into themes, which resulted
in 11 high-level categories. 5 We used the survey answers in order to understand participants’ initial

5In reporting the results, we note the number of participants who expressed corresponding themes. However, this is a
small-sample study and the numbers should not be interpreted as indicators of prevalence or importance.
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ratings of their outcomes, and whether participants’ experiences as reported in the interviews
varied depending on their initial perceptions. Overall, both individual and group outcomes were
perceived somewhat fair on average (MeanIndividual=5.38 (SD=1.75), MeanGroup=4.79 (SD=1.62)).
We used the fairness rating 5 (“somewhat fair”) to divide the participants into two groups based
on their initial perceptions: a Fair group of those who perceived the outcomes as “fair” or “very
fair” and a Less Fair group of those who perceived the outcomes from “somewhat fair” to “very
unfair.” (Own outcome: Fair Group N=44, Less Fair Group N=27; Group outcome: Fair Group N=28,
Less Fair Group N=43). We then analyzed how their fairness perception changed after each of the
transparency and outcome control phases by triangulating interview themes and fairness ratings.
(See Table 1 in Appendix A for fairness ratings after each phase.)

6 RESULTS
In this section, we describe our study results to explain the effects of transparency and control on
how people perceived the fairness of algorithmic outcomes.

6.1 Initial Reactions Before the Interface
Initial reactions to algorithmic outcomes before using our interface were diverse, showing similar
patterns documented in previous work done by Lee and Baykal [43]. Some participants were
satisfied with what they received, but unsure how to judge other participants’ results without
knowing their preferences. Some participants were unsatisfied with their results because they had
received fewer items than other participants. This decreased the fairness perception of the group
as well, because they had expected a more even distribution of items. Still others initially thought
their outcome was fair because they had received items that they rated highly and assumed that
the group outcome was fair based on their own results.

6.2 Effects of Transparency
In our interface, standards clarity was designed as a description of what algorithm was used
and how it worked. Many understood how the algorithm worked and how fairness in division
was operationalized based on this step-by-step description, and they later used the knowledge to
interpret the input and output matrix table. At the same time, participants told us that the standards
clarity alone did not make them trust the algorithm or see the results as being automatically fair. On
the other hand, outcome explanation, the input and output visualization, which made everyone’s
preferences and outcomes transparent, had a large impact on how people judged the fairness of
their outcomes.
In the next sections, we first describe how transparency, particularly outcome explanation,

increased perceived fairness: it allowed people to understand equalities in utility distribution
and the role of individual input, and made them attribute less accountability to algorithms in
distributive outcomes. We then describe how transparency decreased perceived fairness: outcome
explanation made participants recognize uneven distributions and revealed differences in strategies
across participants. Additionally, some participants concluded that the algorithm embodied fairness
principles that they disagreed with, drawing from the algorithm process description (standard
clarity) and outcome explanation.

6.2.1 Understanding Equalities in Utility Distribution. Even distribution of the utility in assigned
items had a positive impact on overall fairness perceptions. Equality in utility distribution helped
people understand the reasons for the distribution of items within the group, clarifying false
assumptions about people’s choices of items and dispelling other theories of how the items were
allocated (n=16). Some participants initially thought their own outcomes were less fair because
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they did not receive their top choice, but they increased their own fairness ratings when they saw
that the distributed items were of equal value for each participant. For instance, Participant 14
(Group 5) said “So my initial thought was more like speculation, but once I saw it I was like, ‘Okay,
that makes sense”’ and “I am satisfied just because [of] the numerical value [..], the fact that it was
like evenly split and that the numbers were split up as closely as possible.”

In several instances, seeing other participants’preferences resulted in an increase in group fairness
ratings by dispelling false assumptions of what other participants desired. For example, Participant
22 (Group 9) said: “Before you look at other people’s preferences you kind of look at the final allocation
based on your own preferences. You might form an opinion on that because you might make false
assumptions about what other people want.”
Other times, participants initially felt bad for other participants who received items that they

themselves would not enjoy, but increased their perception of group fairness once group members’
preferences were made clear. For instance, Participant 27 (G8) said: “I felt bad for [another participant]
at first, because I didn’t really want [Item 1] or [Item 2], and so I thought maybe he was getting the
short end of the stick on that one, but then once I saw how much he wanted each of them, I felt more
comfortable with that.”

Visualization of the relationship between their own results and the group’s input in our interface
also increased group fairness perceptions. Participant 25 (Group 10) stated “Even though I knew
the assignment was fair for me, I didn’t know if it was fair for him or not, because I didn’t know if he
actually valued [Item] the most. But after seeing the chart and all the values, I realized it was a pretty
fair assignment for both of us.”
Without explanations, even people who got more items thought the outcome was unfair, as

they created their own theories to explain their results for themselves. For instance, Participant 15
(Group 6) originally thought she had received too many items, and wondered if the other person
“gave it all to me because I was a woman?” But then she saw that the other participant actually only
wanted specific kinds of items. Transparency increased understanding of what each participant
wanted, thus increasing perceptions of group fairness.

6.2.2 Understanding the Role of Individual Input. Showing how input preferences translated into
results alsomade people realize their roles in the division outcomes. Formany, seeing this connection
was enough for people to feel accountable for the outcome, which increased their perception of the
fairness of their own outcome (n=42). For instance, Participant 57 (Group 20) initially thought her
result was less fair because she got her first choice and one that she liked least (Item 1) instead of
her second choice; but after seeing the interface, she said: “It looked really fair and as soon as I saw
the screen [...] I looked at [other participant’s] number for (Item 1), and he put zero. [...] I was fine with
it, because 50 [her preference input] means that I would be willing to take it. If I didn’t really want it, I
would put zero, like [other participant] did.”

6.2.3 Algorithms Becoming Less Accountable. The increased accountability of the participants
themselves decreased the accountability of the algorithm. For example, some participants concluded
that unsatisfactory results were not the algorithm’s fault, but rather the fault of participants during
the input phase (n = 12). Participant 20 (Group 8) said, “Because there was no real way I could move
anything around without reducing the score, so that means that if there was any perceived unfairness
it would be not because of the algorithm, it would be because one of us or the other rated the objects
incorrectly.”
Participant 24 (Group 10) considered the algorithm fair in computing numbers, but said that

“if you feel it’s unfair, that’s your fault,” referring to the input phase. “Once you are the one who’s
picking the value, the algorithm’s just trying to maximizing it for you. If something goes wrong or if
you feel it’s unfair, that’s your fault.” Participant 7 (Group 3) also noted that the group’s input had
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more influence on the allocation than the algorithm itself: “I think everyone theoretically should
have been pretty satisfied with their choice. I think if they weren’t satisfied, it had more to do with how
they were making their [own] allocation decisions rather than how the algorithm worked out.”

The increased role of their own preferences was sometimes even seen as an absence of a mediator
or decision-maker. Participants felt there was no one to blame, so they considered the outcomes
acceptable. Participant 69 (Group 23) said: “Had we had this discussion right from the scratch, and
had a person allocated this, people would not have been that satisfied. But just because maybe they
didn’t have a person to, like, blame or something, they were like, ‘Okay, fine.”’

6.2.4 Understanding uneven distributions. Transparency also decreased perceived fairness in some
cases. Generally, uneven distributions of utilities for the group were perceived to be unfair, as
participants valued equality across the board (n=30). Comparisons of utility sums across the board
exposed the fact that some people received more or fewer points than others for items received.
Participant 23 (Group 9) stated: “I think that it’s fair if you just compare [other participant] and me.
However, when looking at [another participant], her score is one third of our score or about one third.
So just looking at the numbers, it doesn’t look fair at all, at least for [another participant].”

Even participants who initially found their assignment fair became less satisfied when the uneven
distribution was revealed. For instance, Participant 29 (Group 12) was initially somewhat satisfied
with her items, but upon realizing her sum of utilities was much lower than others, decreased
her own fairness perceptions. Fairness perceptions also decreased in the case of participants who
received their first-choice items (n=15). Without the interface, they tended to judge both their own
and the group outcome as fair because they assumed other group members would have received
their first choice items as well. When they saw the outcome explanation and realized that they
had gotten more utility points than the others, their perceived fairness decreased. For example,
when Participant 62 (Group 22) received the most points for his assignment, while someone else
got much lower than he did, he said: “The algorithm favored my choices over the others’.”

6.2.5 Revealed Differences in Input Strategies. The interface also revealed that people in the group
might have used different input strategies. While some chose to spread out their points across
the items, others allocated all their points to one or two items, leaving “0” points for some items.
Skewed inputs could have led to skewed results that did not accurately represent each individual’s
preferences. This was revealed when the outcome was explained and lowered perceived fairness
outcomes for some participants. For example, Participant 9 (Group 3) noted that “I was surprised
that everyone else had a zero except for me” when the inputs were revealed. Participant 61 (Group
21) also noted that part of why his group fairness rating dropped when seeing the interface was
the fact that he saw that each person had a different strategy in inputting his or her values. He
stated: “So [other participant] and I both got two [items] for each just because we devoted [points]
to several ones but [another participant] just got one.... We had different strategies but I don’t think
the strategy should make such a different result.”

6.2.6 Different Concepts of Fairness. Understanding of algorithms sometimes decreased fairness
perceptions for people whose fairness concepts were different from the algorithm’s assumption
(n=8). As described in the algorithm process explanation (standards clarity), the fair division
algorithm sought to maximize the product of all participants’ gained utilities, but Participant 65
(Group 23) valued equality in distribution more: “I think what [other participant] was trying to
do, made a little more sense than this algorithm, which was kind of reduce the range of like the
maximum/minimum points. But this one ... was trying to make everyone’s points similar, but then
a second factor they also put in was trying to maximize the product of everyone’s values? I guess
mathematically that is the same thing as trying to make the average the same, but just like if there
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was a way to just primarily just decrease the overall range, even if the values themselves are not as
high as they could be.” This is an interesting finding as this participant did not think the algorithm’s
fairness standards itself were unfair initially. Only after seeing the algorithm’s outcomes and that
the algorithm, following the standard, could make uneven material distributions across participants
did he realized that the algorithm was not in line with his beliefs.
Participants sometimes disagreed or felt uncomfortable with the algorithm’s assumptions of

mathematical fairness. Participant 32 (Group 13) was originally somewhat satisfied, but was unsat-
isfied when he realized that the assignment was based purely on technical fairness. He noted that
his way of allocating values was different from how another participant had allocated his values to
one item in order to get what he really wanted: “The whole fairness thing, there’s two parts to it that
I can understand. There’s a technical fairness. I read the About page, there’s this technical fairness
that you can calculate, but there’s also a sense of fairness, like how you feel that it’s fair. I definitely
agree that it’s technically fair and I can’t argue about that because it’s literally like an equation or
formula but it never really felt fair because I never got to tell them what I want. There’s no human
interaction.” Participant 54 (Group 19) also said understanding how the algorithm worked made
him uncomfortable with the idea of basing decisions purely on the basis of numbers: “I did kind of
understand the logic behind the allocation but an assumption that two items on one side equals one
item on the other may not be the best way to divide things up– purely on the basis of numbers [it]
seems misleading ... the want should be the final decider.” Additionally, Participant 23 (Group 9) said,
“If anything they made me feel very negative in the beginning about how somebody was losing out just
because a computer told me that these are the values.”

6.3 Effects of Control
Outcome control, or having a chance to explore the algorithmic allocation by changing one’s own
or another group member’s results, caused participants to perceive algorithmic outcomes as fair.
22% of the groups actually changed their final outcomes; but all groups, regardless of the actual
changes, thought that algorithmic allocation was fair after having a chance to adjust their outcomes.

6.3.1 Realization of Inherent Limitations. Control of the algorithm’s allocation surfaced the inherit
limitations of possible division outcomes given the resources and the people who were in the
group. Many participants noted that through exploration, they realized that the algorithmic result
might be the best allocation, which increased their overall fairness perceptions (n=17). For example,
Participant 29 (Group 12) said: “I was just thinking about what the totals of the bottom would be,
if I changed them and it was just basically like I couldn’t, like the total of all of them would still be
lower if I changed anything. So it was like, ‘Okay, I guess there’s not a better way to arrange it.”’ For
Participant 57 (Group 20), control over allocation made her realize that there was no other way to
improve the results: “I think by trying to change [the original allocation], it makes you even more
solid about admitting the result.”

6.3.2 Redistribution Through Discussion. Individuals used the interface as a basis for group discus-
sion to redistribute the sum of utilities (n=22). Participant 23 (Group 9) indicated that the interface
provided a baseline, while the group discussion allowed human interaction to generate the final
decision: “I think that changing the algorithm is very fair because the algorithm doesn’t have feelings.
It doesn’t know what we’re thinking. So it can’t really tell us how we value our choices. But it can give
us something to work from.”

Across groups, participants sought to redistribute to satisfy the participants who received lower
utility sums. Many participants attempted to be “spokespeople” for people who received the lowest
sum of utilities and explained how they could changed the results. The interface helped groups to
explore other ways to allocate resources according to people’s preferences: “If we’d just seen the
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results, the two, two, and one distribution,... it would have been more difficult to find possible choices to
satisfy people, yes. I think having this grid, this, uh, spreadsheet in front of us was a help” (Participant
63 (Group 22)).

6.3.3 The Human Element. Discussion itself had a positive effect on fairness perceptions because
of the human element of acknowledgement (n=26) and understanding of others’ preferences on
a deeper level (n=45). For instance, Participant 32 (Group 13) said: “Once they were talking about
it, that’s when things started to feel more fair because there’s people behind the words.” Participants
reported that discussion clarified the group’s preferences on a deeper level. Participant 31 (Group
12) said: “When the group agrees (verbally) it feels more fair than when the group is just told. So it
kind of gave a deeper sense of okay, we both like this thing. Maybe we should find an answer outside
of the algorithm that would work better.” Participant 6 (Group 2) also mentioned that the reasons
behind preferences were disclosed through the discussion phase: “So after the discussion, whenever
for example [other participant] said that she wanted the [item] for her flight, I was like well she should
definitely have that then because she’s got a real reason to want [item]... So the discussion really helped
because ... you know why like those values came from.”

Discussion helped participants to understand the altruistic intentions of other participants even
when they did not materialize in the results (n=8). Although Participant 12 (Group 2) did not receive
her most-wanted item, she found it kind that another group member offered her two other items to
compensate her for her low utility sum: “[S]he was willing to offer me the other two items. Yeah, so I
guess that kind of helped even though I didn’t want them.”

6.4 Binding Effects of Outcome Explanations
While algorithmic outcome metrics allowed people to understand algorithmic decisions, they also
had undesirable binding effects on discussion. Some individuals found it difficult to go against the
algorithmic outcome metrics (n=11). In Group 19, a person who got one item wanted to give it to
someone who valued it more. Even though both the giver and the receiver agreed on it, another
person commented that this would significantly lower the giver’s utility sum. The comment made
the receiver uncomfortable, even though the giver was fine with that outcome, and in the end,
the group didn’t change the allocation. On the other hand, some participants found it difficult to
express their dissatisfaction during their group discussion because their algorithmic sum or points
allocation stated otherwise (n=7). Participant 35 (Group 9) did not receive what she wanted, but
she found it challenging to articulate her dissatisfaction because her values stated that she had
gotten her second choice, which was still considered highly ranked: “I felt okay with [item] because
everyone could see that it was my second choice in the product list and what second choice numerically
that I picked.”

7 DISCUSSION
In this section, we discuss our findings and their implications for emerging research on algorithmic
transparency, explanation, and fairness. We lay out questions and opportunities for future research.

7.1 Summary of Findings
We implemented a procedurally fair process for fair algorithmic goods division as a case study
for our procedural justice framework for algorithmic decision-making. For transparency, our
interface communicated algorithmic rules using a step-by-step diagram (standards clarity), then
explained algorithmic outcomes by displaying inputs and outputs (outcome explanation). For control,
individuals and groups used the interface to explore, discuss, and ultimately choose alternative
outcomes (outcome control).
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The results from a within-subjects study suggest that standards clarity and outcome explanation
allowed people to judge whether the fairness properties of the algorithm were in line with their
fairness concepts. While a fairness property, such as envy-freeness, is difficult to refute, the step-
by-step explanation of algorithmic calculations allowed some people to exactly pinpoint where
their beliefs differed from the algorithmic assumptions (i.e., instead of maximizing the sum of the
utility and finding the solution that minimizes within-differences in division, strive for a more equal
distribution of the utilities). Outcome explanations helped people understand why the algorithm
made certain allocations and whether the allocations were correct from their or their group’s
perspectives; however, this had mixed effects, increasing or decreasing perceived fairness and
reducing algorithmic accountability.

With outcome control, participants thought their outcomes were fair regardless of whether they
actually changed the outcomes or not. People discovered the inherent constraints of the problem
as they tried to find alternate outcomes themselves, thus coming to understand the algorithm’s
unequal utility distributions. Discussion gave people the opportunity to voice their concerns and
understand other people’s benevolent intentions and reasons for their preferences, and allowed
them to change the algorithm’s outcomes to make them fairer for their groups (22% of the groups).

7.2 Differentiating Standards Transparency from Outcome Transparency
Our findings suggest that more nuanced definitions of transparency, specifically those that clarify
whether it is transparency of algorithmic standards or of outcomes, can further unpack the role of
algorithmic transparency. In previous work, common ways to implement algorithmic transparency
are “how” explanations, describing systems’ inputs and outputs, and “why” explanations, providing
justification for outcomes [39, 61], and they have shownmixed effects. For example, in Rader’s study,
“how” explanations did not improve judgments of the “correctness” of news feed algorithms [61].;
yet in our study “how” explanations helped people judge the correctness of allocation outcomes.
One potential explanation for this is that “how” explanations in [61] described the algorithmic rules
and the standard used in news feed curation, while the correctness measure was oriented toward
newsfeed outcomes. Our findings suggest that the “how” explanation of the allocation algorithm
(standards clarity) helped people understand and make judgments as to whether they agreed or
disagreed with the standard itself, but were less helpful in judging their specific outcomes. On the
other hand, “how” outcome explanations of specific inputs and outputs helped participants judge the
fairness of the outcomes. Previous work done by Kizilcec [39] made a distinction between levels of
transparency, where medium transparency was implemented as transparency of standards (i.e., how
an algorithm fairly synthesized peer-reviewed grades), and high transparency was implemented as
transparency of outcomes (i.e., showing the original peer-reviewed grades and their algorithmic
adjustment). In his study, standards transparency improved trust while the outcome explanation
lowered trust among those who did not get the grades they expected. Distinction between standard
and outcome explanation may help us synthesize these different findings and design future research
that distinguishes the mixed impacts of transparency.

7.3 Unexpected Effects of Transparency
Our study offer considerations for introducing transparency into algorithmic systems.

7.3.1 Misalignment between Human versus Algorithmic Evaluation. Expectation violation, or the
difference between predicted versus actual outcomes, has been highlighted as an important factor
in understanding people’s responses to algorithmic outcomes [39]. Our study adds to this work
by showing that misalignment in human versus algorithmic evaluation is another point where
expectation violation can occur. Showing algorithmic evaluation metrics, the utility sums, decreased
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the fairness judgments of some participants who initially evaluated their outcomes to be satisfactory
but received lower utility sums than others, and of those who initially assumed that everyone got
their first choice because they themselves got theirs, and then realized this was not the case. This
highlights the importance of and complexities in understanding people’s dynamic responses to
algorithmic evaluation and managing their expectations.

7.3.2 Outcome Explanation without Control. Outcome explanation played a critical role in helping
people understand whether the algorithm worked in the way it was intended, which is one of
the key potential values of transparency [5]; however, seeing outcome explanations alone did not
lead participants who initially thought that their outcomes were unfair to feel that their outcomes
were fairer. This suggests that making algorithmic decision-making systems transparent without
giving users a sense of control or voice may backfire against the intention of transparency, as
“transparency is disconnected from power” [5].

7.4 Materialization of Transparency and Control in Design
Our findings offer empirical evidence that the materialization of transparency and control in design
influences perceptions of algorithmic decisions. Depending on the design choices, transparency and
control can help the algorithmic service achieve its ideal potential, or create harmful or deceitful
effects [5]. We reflect on four design choices that promote transparency and control that seem to
have influenced people’s accountability attributions, fairness judgments, and willingness to adhere
to algorithmic decisions. We discuss questions and opportunities future research should address
to produce systematic knowledge on different transparency and control designs that can produce
positive effects across different contexts.

7.4.1 Communicating Difficulties in Algorithmic Decision-Making. In our study, interactive explo-
ration of algorithmic outcomes, particularly alternative allocation outcomes, made people realize
the inherent constraints in some decisions, thereby making people perceive the same algorith-
mic outcomes as fairer compared to their initial assessment. This finding suggests a new kind of
transparency to consider in order to increase fairness perceptions. For example, communicating
the difficulty of the algorithm’s decision task (e.g., the number of data points that it needed to
go through, alternative solutions it computed, or sizes of solution spaces in relation to particular
inputs) or giving people the experience of making the decisions themselves can improve their
adoption of the decisions. However, depending on the algorithms, interactive exploration designs
may become too complex, making problems seemingly more complex or difficult than they are
and creating the illusion that an algorithm is fair [5]. In accordance with Abdul et al.’s review and
proposal of an HCI research agenda, future research should explore intuitive and interactive ways
of exploring algorithmic decisions [3].

7.4.2 Transparency Design that Influences Algorithmic Accountability. Our study visualized the
inputs and outputs of algorithms; this visualization helped people understand the exact role of
their input and acknowledge their own responsibility for the outcomes. This made them perceive
the outcomes as fairer. This realization shifted most of the responsibility for the allocation from
the algorithm to the participants. Before this shift, participants viewed the algorithm as solely
responsible for division outcomes and thus blamed it for unfair divisions [43]. This shift in account-
ability can be more or less desirable depending on the algorithm’s actual performance. In retrospect,
we believe our design choice of using a matrix format that shows inputs and outputs may have
magnified this pattern. While the format allowed people to explore alternative outcomes, it did not
visually show the algorithms, making their presence less salient. Future studies need to look at this
dynamic between implementation of the “how” (input-output) explanation and accountability shift,
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so that we can create an ideal balance of input data versus algorithm accountability depending on
the context.

7.4.3 Numeric Representation of Algorithmic Judgments. Our interface showed actual numeric
values of inputs and algorithmically driven utilities. While this allowed for exact comparisons of
people’s different utility sums, it also seemed to have binding effects, making it difficult for some
people to explore other outcomes or override the algorithmic utilities. Our choice of numbers may
have led people to pay attention to sometimes insignificant numeric differences (e.g., a 50-point
difference in a total of 1,000 points). Future research should explore other ways of representing algo-
rithmic evaluation (i.e., gained utilities or scores) in order to create balance between people’s ability
to understand algorithmic evaluations and their willingness to override algorithmic judgments. For
example, more abstract representations (such as sizes of circles) may convey the magnitude and
direction of changes, yet does not bind people in minor numerical differences.

7.4.4 Levels of Social Transparency &Algorithmic Fairness Judgments. We implemented full outcome
transparency by showing people the entire group allocation results as well as the algorithmic
evaluation. In our context, this full transparency helped participants judge fairness based on actual
overall distribution rather than one’s initial, often self-centered assumptions alone, so that actual
injustices could be identified and addressed. We acknowledge that full social transparency (e.g.,
exact display of numeric inputs and algorithmic outcome utilities) is neither feasible nor appropriate
in all settings, particularly in commercial sectors. On the other hand, our work suggests that social
transparency is an important element of fairness perception in algorithmic decisions. Previous
work shows that social comparison of outcomes is a key element in whether and how people judge
fairness and justice [82]. In a recent investigation of different experimentation styles, Binns et al. [8]
found that a lack of social comparison might be one of the factors that contributed to the similar
impacts of explanation styles that all focused on individuals’ own outcome explanations. Future
research can investigate how social transparency can be adopted into outcome transparency in a
way that balances the accuracy of fairness judgments and the privacy of other involved parties. This
decision should be made depending on the importance of instilling a sense of fairness of outcomes
in the decision context, the perceived benevolence of the algorithmic systems (or institutions that
use the algorithmic systems), and the performance and stability of the algorithmic systems—For
example, in an early stage, a transparent system is more desirable to catch edge cases; when it is
tested thoroughly, the system can be closed and opaque.

7.5 Social Research to Complement Computational Fairness Properties
Finally, our findings suggest that research that develops computational methods for “fair” decisions
should be complemented with research that investigates social and contextual factors that are
critical to making these fair algorithmic systems work in the real world. Veale et al.’s recent work
describes social practices in public sectors that seek to make algorithms perform fairly [83]. Our
work echoes the importance of their findings. In their work, many developers of the tool were also
the users or the decision-makers, or there was close interaction between the two communities,
which eases the process of making and testing algorithmic systems that are appropriate for different
contexts and use cases. However, as algorithmic decision tools become more prevalent, there will be
contexts and institutions where developers of the tools are not the main users and decision-makers
using the systems (one prevalent example is COMPAS, used by US courts to predict defendant
recidivism). In this case, clearly describing how “fairness” is implemented in the algorithm will
be important so that people can decide whether that particular operationalization of fairness fits
their context. Additionally, our work suggests the importance of preserving a human element in
the process by providing people opportunities to voice their concerns and appeal or change their
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outcomes. Creating a channel for these concerns demonstrating the benevolence of the decision
makers will be critical to enable decisions that are both socially and computationally fair.

8 LIMITATIONS
Like any study, our study has several limitations that readers should keep in mind. As a first step in
exploring the space of procedurally fair decision-making processes for algorithmic decision-making,
we focused on one fair division algorithm and one interface design for a goods division task in a
context where collocated groups made allocation decisions for themselves. The present study was
also done in a laboratory with a within-subjects design for a one-time decision with a low-stakes
task. Future studies should examine whether our findings hold true in different contexts—for
example, decisions over time, or with different resources or high-stakes tasks—and with other study
designs, such as between-subjects, or settings that involve explicit decision-makers.

Given the difference between white-box and black-box algorithms, our findings are unlikely to
contribute to black-box algorithms such as neural networks. Still, we believe that our findings can
be applicable to interpretable machine learning algorithms that computationally guarantee fairness
properties such as individual or meritocratic fairness because these principles can be explained to
users. In this context of machine learning algorithms, further research would need to be done to
account for people’s understanding of predictive algorithmic outcomes and associated uncertainty.
We used groups of varying sizes because previous work that explored the same algorithmic

system did not find an impact of group size on participants’ perceptions of algorithmic decisions [43]
and because all groups were still relatively small. However, having a fixed number of individuals in
each group session would provide even more control. Additionally, although our interviews and
demographic surveys do not indicate that any of our participants were experts in social choice
theory, economics, or fair division algorithms, we acknowledge as a limitation that we did not
explicitly measure participants’ knowledge of fair division algorithms. Further delineating the
role of understanding of the general algorithm process versus social transparency is important
future work. Finally, representation of the Latinx community is limited both in our study and in
the geographic region in which the study was conducted. Future work in this area should seek to
address this limitation as pioneered in [86].

9 FUTUREWORK
Future work should explore how our algorithmic procedural justice framework can be extended
in different domains and for different kinds of algorithms. For example, the framework can be
tested in a setting in which people’s shifts and tasks are algorithmically divided based on people’s
preferences—for example, schedule and task assignment for healthcare, retail, and restaurant
workers. These contexts are similar to the context of our study, and will allow an examination of
the effects in a naturalistic setting. We will also examine what effects the framework and design
strategies have on the perceived fairness of algorithms that moderate social media by flagging
content, banning accounts, or hiding someone’s content when inappropriate. This line of work
can explore the design of interfaces that vary standard and outcome transparency and control to
further delineate the effects of the strategies. It can also investigate the role of other components
of our procedural justice framework such as the “perceived benevolence of organizations and
decision-makers” (Figure 1c) and “process control [45] (Figure 1b).”
In exploring other domains, one would need to examine the context in which the algorithmic

outcome is a prediction (e.g., predicted risk), rather than utility distribution. In prediction settings,
other kinds of information, such as confidence level, may influence perceived fairness. We believe
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that cognitive overload is another important consideration for any future work. Usable and accessi-
ble information is a prerequisite for transparency to be effective. In domains where this may not be
possible, promoting procedural justice could be difficult.
It will also be important to examine the boundary conditions for our framework. For example,

there could be an interaction effect of transparency and control, meaning that having one without
the other versus having both could have different effects. Additionally, there could be an effect
of repeat participation; for example, post-transparency participants, equipped with knowledge of
how the algorithm works, may attempt to manipulate the results using these rules, or interpret the
outcomes for fellow users differently than they did in the first round.
Finally, it is necessary to explore the tension between the positive and negative consequences

of framework elements when the framework is used in practice. For example, once algorithm
creators understand that transparency can hurt perceptions of fairness, particularly among those
who receive less utility, this knowledge may incentivise them to either improve treatment of
those with lower utility outcomes or adaptively reduce transparency for them. Future work should
explore ethical and policy issues that need to complement psychological understanding of perceived
fairness.
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A PERCEIVED FAIRNESS OF ALGORITHMIC OUTCOMES

Baseline Transparency Outcome Control
Own Group Own Group Own Group

Initially Fair 6.50 (SE=.14) 6.36 (SE=.22) 5.89 (SE=.14) 6.14 (SE=.22) 6.48 (SE=.18) 6.36 (SE=.22)
Initially Less Fair 3.56 (SE=.24) 3.77 (SE=.18) 4.04 (SE=.24) 4.32 (SE=.18) 5.22 (SE=.24) 5.63 (SE=.18)

Table 1. Perceived fairness of algorithmic outcomes measured at the end of the baseline, transparency
(standards clarity and outcome explanation), and outcome control phases. Participants rated the fairness of
their own outcome and their group’s outcomes using a 7-Likert Scale (1=Strongly disagree that the outcome
is fair, 7=Strongly agree that the outcome is fair).
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